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A scalable neuristor built with Mott memristors

Matthew D. Pickett*, Gilberto Medeiros-Ribeiro and R. Stanley Williams

The Hodgkin-Huxley model for action potential generation
in biological axons' is central for understanding the compu-
tational capability of the nervous system and emulating its
functionality. Owing to the historical success of silicon comple-
mentary metal-oxide-semiconductors, spike-based computing
is primarily confined to software simulations?* and specialized
analogue metal-oxide-semiconductor field-effect transistor
circuits®2, However, there is interest in constructing physical
systems that emulate biological functionality more directly,
with the goal of improving efficiency and scale. The neuristor®
was proposed as an electronic device with properties similar to
the Hodgkin-Huxley axon, but previous implementations were
not scalable’3, Here we demonstrate a neuristor built using
two nanoscale Mott memristors, dynamical devices that exhibit
transient memory and negative differential resistance arising
from an insulating-to-conducting phase transition driven by
Joule heating. This neuristor exhibits the important neural
functions of all-or-nothing spiking with signal gain and di-
verse periodic spiking, using materials and structures that
are amenable to extremely high-density integration with or
without silicon transistors.

Signal transduction in neurons is mediated in large part by
sodium and potassium ion channels that dynamically permit or
prevent polarizing currents to charge or discharge through the
cell membrane. If a cell body is sufficiently polarized through its
dendritic inputs, the ion channels change conductance markedly
and a voltage spike, or action potential, is triggered that travels
along the axon. This all-or-nothing spiking has long been thought to
be the fundamental process of computation in biology'*. Although
the detailed biochemistry of neurons is much more complicated
than this simple picture, artificial neuron circuits have historically
focused on approximating this spiking behaviour by mimicking
the Hodgkin—Huxley model', which mathematically abstracts these
two switching channels as coupled differential equations that define
four state variables. From a circuit theoretic standpoint, the Na and
K ion channels of the Hodgkin—Huxley model are mathematically
equivalent to two distinct memristors'® and their ability to generate
action potentials is related to two important properties: local
activity and edge of chaos'®".

Mott insulators'® such as NbO, have long been known to exhibit
current-controlled negative differential resistance'®?, frequently
referred to as threshold switching, when used in two-terminal
devices. This phenomenon is caused by a reversible insulator-to-
metal phase transition'®?"?2, which occurs when sufficient current
is driven through the device to locally heat some of the material
above its transition temperature, thus inducing a conductive
channel in the device that bridges the two electrodes. As injecting
sufficient energy into these devices to heat the material to its
conducting state requires a measurable time, they are dynamical
systems with a resistance that is dependent on excitation history.
Given this hysteretic property and the purely dissipative nature of
these devices, the canonical memristor formalism' is the correct
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Figure 1| Neuristor diagram and Mott memristor device characteristics.
a, Circuit diagram of the lumped neuristor. The channels consist of Mott
memristors (M and M5), each with a characteristic parallel capacitance
(G and Cy, respectively) and are biased with opposite polarity d.c. voltage
sources. b, The bistable current-voltage curves of the two 110 x 110 nm?
niobium dioxide crosspoint devices used in the experimental realization of
the neuristor, with the inset showing a scanning electron micrograph of a
typical device. The quasi-d.c. voltage-controlled current-voltage curve of
the Mott memristor model used for simulations is also included in b.

mathematical framework for describing their behaviour®. Here we
introduce the descriptive term Mott memristor for such devices
because it specifies the physical process that governs their behaviour
and differentiates them from other systems that exhibit threshold
switching (that is, amorphous semiconductors*), which may not
necessarily be memristors.

The functionally similar dynamical resistance behaviour of Mott
memristors and Hodgkin—Huxley ion channels suggests that the
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Figure 2 | All-or-nothing response and state variable dynamics of the neuristor. a,b, Simulated super-threshold 0.3 V input pulse (a) and its
corresponding spike output (b). The magnified spiking region (b, inset) highlights the time sequence of events for channels one and two. ¢,d, A
sub-threshold 0.2 V input (c) to the same device yields an attenuated output (d). e f, Phase portraits of the characteristic state variables u and g for
channel 1 (e) and channel 2 (f) illustrate a stable trajectory for both channels during the spike activation period of b. Points labelled & to ¢ on the phase
portraits indicate the special points associated with switching events in each channel. g, Trajectories around the quasi-static current-voltage curve
illustrate the conductive state of the respective Mott memristor for each channel at each point of interest. A descriptive time-series animation of the
sequence of state variable and action potential events is available in the Supplementary Information.

former could serve as electronic analogues (rather than exact
replicas) to emulate an axon action potential, particularly in the
form of a neuristor’. A neuristor captures the features essential
for action-potential-based computing: threshold-driven spiking,
lossless spike propagation at a constant velocity with uniform spike
shape and a refractory period. From a technological standpoint,
neuristors based on Mott memristors are interesting because they
switch rapidly (<1 ns) with low transition energy (<1001]), scale
at least to tens of nanometres, are compatible with conventional
front- or back-end complementary metal-oxide—semiconductor
materials and processes, and can be fabricated on arbitrary
substrates??. These properties stand in stark contrast to previously
demonstrated neuristors based on voltage-controlled negative
differential resistance devices (for example, Esaki diodes), because
such designs required inductors to operate!""* and consequently
cannot be integrated at the nanoscale.

The neuristor circuit introduced here (Fig. 1a) uses two nomi-
nally identical Mott memristors (M; and M,), each of which has a
parallel capacitor (C; and C,, respectively). The two channels are
energized (d.c.-biased) with opposite polarity voltages, similar to
the sodium and potassium channels of the Hodgkin—Huxley model,
and are coupled to each other through a load resistor (Ry,). The cir-
cuit has an input resistance (R ;) and output impedance (Ro, and
Cout)- This circuit is described by four coupled first-order differen-
tial equations that define four dynamical state variables (the same
number as for Hodgkin—Huxley) for the system: the normalized
metallic channel radii of the memristors #; and u, and the charges
stored on the capacitors g; and g, (see Supplementary Information
for mathematical details). The lumped neuristor can be considered
as two coupled Pearson—Anson oscillators** energized below their
oscillation threshold (d.c.-stable), which are activated by a sufficient
perturbation on the input node (a.c.-unstable).

To explain the operating mechanism of the neuristor, we
illustrate the all-or-nothing action potential response of the circuit
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by simulating two different input pulses. These inputs were voltage
pulses that were coupled to the input node with a parallel RC
impedance to simulate stimulus from an action potential generated
by an upstream neuristor. We tracked the four state variables (u,
q1> Uy, q2) as well as the currents and voltages at each node of
the circuit to observe the sequence of events. Figure 2 presents the
output voltage response of the neuristor excited by both super-
threshold (0.3V 10us) and sub-threshold (0.2V 10us) voltage
pulses. The super-threshold pulse excites an action potential with an
amplitude of 0.33 V whereas the sub-threshold pulse is attenuated
t0 0.028 V, illustrating two important biomimetic properties: signal
gain and thresholding.

Phase portraits (Fig. 2e,f) of the u and g state variables for both
of the neuristor channels during spiking illustrate the sequence of
physical events during the action potential. We plot the respective
capacitor charges in terms of their deviation from their stable rest
states Ag = g — gresr- Both channels exhibit five points of interest
(which we label as o — ¢) on their anticlockwise trajectories. At
point « the channels are energized by the d.c. biases, but sit at
their stable rest point Ag = 0. As the channel is excited away from
rest, the channel capacitor charges (o to 8) until the memristor
threshold is triggered at point 8. At this point and during the
transition from B to y the metallic channel radius increases rapidly
and the Mott memristor resistance decreases accordingly, akin to
the opening of an Hodgkin—-Huxley ion channel. Afterwards, the
capacitor discharges through the memristor from y to §. At point
8 the memristor metallic channel radius decreases abruptly and the
resistance jumps, emulating the closing of an ion channel. Once M,
is fully insulating at point ¢, the capacitor C; charges back to its
rest state or. The relative speeds of each leg of the cycle are similar
for both channels: the memristor switching is fastest (*1ns) for
both ON (8 — y) and OFF events (8§ — ¢), the discharging process
(y —8) is moderate (=5 us) and the charging process (¢ — «) is
the slowest (2100 us).
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The sequence of events is offset in time for the channels, as is
evident from the inset of Fig. 2b. The input pulse first triggers chan-
nel one by charging it from «; to B, after which it traverses to ¢,
which has the effect of depolarizing the output node. Subsequently,
channel two is charged to point B,, which initiates its trajectory
to point &, and results in the hyperpolarization of the output. A
descriptive time-series animation of this process that tracks each
state variable is available in the Supplementary Information.

Once the action potential has been initiated at ;, the trajectories
are relatively stable to perturbations and noise. This has the effect
of enforcing a stable action potential period, because both channels
must complete an orbit before another action potential can be
generated, mimicking the refractory period of biological neurons.
An alternative view of the switching cycle can be observed in
Fig. 2g, which tracks the current through and voltage across the
memristors during the action potential: during operation both
devices traverse the bistable region of their current—voltage curves
and switch sequentially to low resistance. The coupling between
channel one and channel two (R;,) must be conductive enough that
the depolarization caused by the discharging of C, is sufficient to
charge C, to point B,. However, R;, must also be resistive enough
to ensure d.c. stability of the coupled system. If the input pulse
is not large enough to push M, to its threshold voltage (8), the
action potential does not fire and the state variables return to
their resting states. Two other important biomimetic behaviours,
constant spike amplitude/shape and constant velocity propagation
through a series connection of neuristors, are demonstrated in
simulation and included in the Supplementary Information.

An important property of biological neurons missing in many
simplified models with a reduced number of system state variables
is the diversity of spiking behaviours exhibited under the constant
current-source configuration. We applied a 20 pA constant current
bias to the input terminal and measured the spiking behaviours
at the output for different combinations of channel capacitances,
and compared the results to simulations. In Figure 3, we show
three biomimetic spiking patterns:>* regular spiking (Fig. 2b,c),
chattering (Fig. 2d,e) and fast spiking (Fig. 2f,g). We see that our
neuristor circuit can be easily modified to provide a variety of
spiking behaviours, and that the simulations are in quantitative
agreement with the experimental results.

Each spike train is characterized by different inter-spike intervals
and spike widths (At) that are primarily controlled by the channel
capacitances, C; and C, respectively, which were chosen to be
large compared with the parasitic capacitance (/100 pF) of the test
apparatus. For an integrated circuit with much smaller parasitics,
the capacitors could be scaled down to significantly decrease the
spike energy (1/2CV?) while increasing the frequency (RC)™'.
Ultimately, the operational speed of an integrated neuristor would
be limited only by the switching speed of the Mott memristors,
which can be less than 1ns (ref. 22). A bifurcation diagram
(Fig. 3h) for the output voltage of the fast-spiking neuristor was
obtained by simulating the effect of sweeping the current-source
magnitude. The bifurcation from monostable to spiking and back to
monostable exhibits very abrupt thresholds, and the amplitudes of
the spikes are nearly constant over the entire oscillation range. The
inhibition threshold occurs when the d.c. bias is sufficient to force
M, to remain open and has a biological equivalent'®. We included
four experimental data points on the bifurcation diagram taken
from the fast-spiking neuristor, which demonstrates the sharp onset
of spiking. The rectangular shape of the bifurcation region comes
from the abrupt voltage threshold of the memristors, and provides
uniformity for the device output independent of the input signal.

There are many interesting applications of neuristors for
transistorless nanocircuits. They may be used as a signal repeater on
a transmission line, in analogy with a node of Ranvier on an axon.
Parallel neuristor circuits can be used as active transmission lines
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Figure 3 | Experimental and simulated spike trains. a-g, Experimental
(b,d.f) and simulated (c,e,g) voltage outputs of a current-sourced neuristor
with constant input I4.c. = 20 uA (a). As the channel capacitances C; and
C, are adjusted, the inter-spike interval (ISI) and spike width (At) are
modified such that the neuristor exhibits: regular spiking (C; =5.1nF,
C,=0.75nF) (b,c), chattering (C; =5.1nF, C; = 0.5nF) (d,e) and fast
spiking (C; =1.6 nF, C; = 0.5 nF) (f,g) modes of operation. C; controls the
inter-spike intervals and C, controls the spike width (At). h, The simulated
bifurcation diagram for the fast-spiking circuit (g) presents the spiking
amplitude as a function of current-source magnitude along with
experimental points just above and below the initiation threshold. The
spiking thresholds are sharp and no chaotic behaviour was observed near
the thresholds. Unlike the Hodgkin-Huxley model, the output amplitude is
flat for both minimum and maximum spike voltages over the entire range of
the bifurcation current.
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and filters or as a basic building block for cellular neural networks?.
Branched neuristors can be used for extremely large compact signal
fan-out to thousands of terminals. By virtue of their biomimetic
threshold spiking behaviour, neuristor circuits could be used to
implement alternative computing schemes including neuristor
logic®®, polychronous wavefront computation® and spike-based
learning in non-volatile memristor networks**>2. We note that
previous neuromorphic designs in which non-volatile memristors
were used as synapses are orthogonal and complementary to the
results presented here: those designs require active elements such
as op amps to drive synaptic learning of the memristor synapses
and make inferences from their state. The neuristors presented here
have a transient memory but could replace the active elements
in spike-based circuits®*>2, enabling a completely transistor-free
neuromorphic architecture. Implementing such architectures will
require low device variability in large integrated circuits and low
leakage currents in the rest state. Leakage currents can in principle
be low because the memristors are insulating in the neuristor rest
state, and materials with a lower Mott transition temperature can be
chosen to lower the switching threshold voltage' and thus reduce
the power consumption.

We have demonstrated the biomimetic properties of a neuristor
based on nanoscale Mott memristors, including all-or-nothing
spiking of an action potential, a bifurcation threshold to a contin-
uous spiking regime, signal gain and a refractory period. In this
design, Mott memristors are electronic and inorganic analogues of
ion channels found in biological neurons. These neuristors are com-
patible with existing integrated circuit processing and materials for
hybrid circuits with transistors, but may be used to implement tran-
sistorless circuits and computational schemes. By constructing and
testing biomimetic systems, neuristors may provide further insight
into the signal and information transduction in the nervous system.

Methods

The memristors for the experimental demonstration of this circuit were crosspoint
devices fabricated using nanoimprint lithography. A 110-nm-wide, 11-nm-thick
bilayer (2 nm Ti/9 nm Pt) bottom electrode was patterned on a SiO, substrate
with a liftoff process. This was followed by a blanket deposition of 30-nm-thick
amorphous Nb,O5 grown by room-temperature reactive sputtering. Finally, a
110-nm-wide, 11-nm-thick Pt top electrode was patterned with a liftoff process
perpendicular to the bottom electrode to yield the resulting 110 x 110 nm?
Pt/Nb,Os /Pt device stack (Fig. 1b). After fabrication, the devices were subjected to
a+6V, 1 us electroforming pulse to create a locally reduced conduction channel of
NbO,, a Mott insulator'®. The current-voltage plot in Fig. 1b shows the bistable
current-voltage characteristics of the memristors used to construct the neuristor
plotted together with the quasi-static curve obtained from the model used for
simulation. See ref. 22 and Supplementary Information for numerical details of the
model including the values used for the materials parameters. There were variations
from device to device, as visible in Fig. 1b, but all simulations used a single model
for the memristors and produced excellent agreement with the experimental data.
The simulations were performed with the LTSPICE IV software package using the
Mott memristor subcircuit defined in ref. 22. The experimental neuristor circuit
was constructed by bread-boarding the two memristors with the requisite resistors
and capacitors, as in Fig. la.
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