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Massively parallel computing on an organic
molecular layer
Anirban Bandyopadhyay1*, Ranjit Pati2, Satyajit Sahu1, Ferdinand Peper3 and Daisuke Fujita1

Modern computers operate at enormous speeds—capable of executing in excess of 1013 instructions per second—but their
sequential approach to processing, by which logical operations are performed one after another, has remained unchanged
since the 1950s. In contrast, although individual neurons of the human brain fire at around just 103 times per second, the
simultaneous collective action of millions of neurons enables them to complete certain tasks more efficiently than even the
fastest supercomputer. Here we demonstrate an assembly of molecular switches that simultaneously interact to perform
a variety of computational tasks including conventional digital logic, calculating Voronoi diagrams, and simulating natural
phenomena such as heat diffusion and cancer growth. As well as representing a conceptual shift from serial-processing with
static architectures, our parallel, dynamically reconfigurable approach could provide a means to solve otherwise intractable
computational problems.

In current computers the logic can reconfigure itself for a new
problem or even select a suitable circuit from a few available
ones to evolve its hardware1. However, once the logical path

to solve a problem is determined, current is passed through
a circuit that remains static. During serial computation, logical
operations are performed in a strictly defined sequence to obtain
the solution. In contrast, circuits of biological processors are
dynamic during computation and all fundamental computing
elements operate collectively and simultaneously. As an alternative
to serial logic operation, von Neumann demonstrated parallel
computing on a piece of graph paper by moving black and
white dots together using simple rules2–4. To implement such
a cellular automaton (CA) in hardware, each cell representing
the dots should communicate with its neighbours simultaneously
to generate a collective decision5,6. Proposals are mounting for
such network-based molecular computing7–9. Recently, suitable
cells/dots have been built using quantum dots and molecules10–13.
However, thus far, it has not been possible to assemble them into
a two-dimensional grid where a CA cell communicates with many
other devices at one time to execute a collective computation.
In addition, in conventional cellular computing, the rules for
updating cell states are fixed before computation, and the circuit
or neighbourhood is kept static. Realization of dynamic CA circuits
would enable us to address problems that are the prerogatives of
natural bio-processors.

Here, instead of wiring single molecules/CA cells one-by-one,
we directly build a molecular switch14–17 assembly18–23 where ∼300
molecules continuously exchange information among themselves
to generate the solution5. We demonstrate the ability of a CA
cell to change its neighbourhood from 2 to 6 CA cells in a
controlled manner. Physically, it means that a molecule could
interact locally with up to six molecules at a time during
information processing. It should be noted that in the human brain,
a neuron communicates with up to ∼104 neighbouring neurons
at a time, and neural circuits evolve continuously during their
life-span. By separating a monolayer from the metal ground with
an additional monolayer, we developed a generalized approach to
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make the assembly sensitive to the encoded problem. The assembly
adapts itself automatically for a new problem and redefines
the CA rules in a unique way to generate the corresponding
solution.We demonstrate the computing potential of themolecular
assembly by realizing standard computational constructs such
as logic gates, directed propagation of information, and so on.
In addition, we have demonstrated the potential of dynamic
circuit creation by physically encoding differential equations and
generating quantitative solutions for heat diffusion24,25 and the
mutation of normal cells into cancer cells26. Themolecular assembly
functions similarly to the graph paper of von Neumann, where
excess electrons move like coloured dots on the surface, driven by
the variation of free energy that leads to emergent computing27–30.
The assembly processes ∼300 dots at a time, whereas the fastest
processors today operate only on one bit/dot at a time per channel.

Realization of a DDQ computing grid
The 2,3-dichloro-5,6-dicyano-p-benzoquinone (DDQ) molecules
(Fig. 1a) that reversibly switch among the four conducting states17,18
0, 1, 2 and 3 are deposited on an Au(111) surface as a bi-layer
(Supplementary Sa). To encode information, we select molecules
one-by-one by physically moving the scanning tunnelling micro-
scope (STM) tip to the highest current location on the molecule,
as shown in Fig. 1b. Then the desired conducting/logic states 0,
1, 2 or 3 are written by applying a pulse of −1.6,1,1.3 or 1.6V
tip bias respectively for 5–10 µs at ∼300K. State 3 appears as a
brighter sphere in the STM image due to having one extra trapped
electron than in state 1. State 2’s brightness is between that of state
1s and state 3s as it has a more elongated prolate-shape than state 0.
Figure 1c shows the detection of the four states. The STM image is
represented by a 2D map (matrix) of states 0, 1, 2 and 3, which are
denoted by blue, green, yellow and red balls respectively (Fig. 1d).

The connecting region between two neighbouring DDQs with
more than 60% of the peak tunnelling current observed on the
molecules is considered as a wire, which is represented by a
solid line in Fig. 1e and f. Thus, we get a circuit where one
molecule is connected to a distinct number of neighbouring
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Figure 1 | The concept of a wireless molecular circuit. a, The DDQ molecule. b, The DDQ bilayer’s atomic structure; side view (above); top view (below,
Supplementary Movie S1). T denotes a molecule on the top layer. c, STM images for the four states (top); corresponding ball models and atomic structure
(bottom). Current profiles of the four states (black line) taken along the white lines having current heights of (at 0.68 V)∼0.15 nA (state 0), 0.25 nA
(state 1), 0.28 nA (state 2) and 0.32 nA (state 3) respectively. The height profiles are∼0.9 nm wide. d, A 13× 17 matrix (∼400 nm2) and its ball
representation (right). e, STM image at 0.2 V tip bias and 0.05 nA tip current. f, Zoomed region of the STM image and the corresponding circuit (below).
The black rings represent molecules; the number represents interconnecting lines (wires). g, Eight possible circuits (left) in image e are detected (right).
The red lines are Voronoi cell boundaries.
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Figure 2 | Discrete logic-state transport rules. Rule 1: Convergent universe. A charge moves a distance d towards PPC (left). To calculate PPC, we neglect
those areas that have charge(s) in between (right). Rule 2: Creation of spatial 1x and temporal limit 1t: the 〈1x〉 (experiment) and 〈1t〉 (simulation) are
plotted for four surfaces initially covered with state 0s, 1s,2s, or 3s. Rule 3: Divergent Universe. Examples of collisions; arrows denote the direction of
motion of logic-states. Rule 4: Life of logic states. Trail of state 2 for motion of state 1 and 3 (top); the death of a cluster of state 2 (bottom). Rule 5:
Collapse of space. Four examples of group formation of state 1s, 3s. Rule 6: Transformation. Fusion of two state 1s to create a state 3 (left); breaking of state
3 to create two state 1s (right). Rule 7: Priority of rules. Correlating input patterns, initial circuits and the dominant rules (see Supplementary Movie 4 for
details and Supplementary Information text online for the algorithm to program these rules).

molecules with which it interacts at a time. In this article this
interaction is referred to as one-to-many interaction at a time.
The neighbourhood of a molecule or CA cell varies from 2 to
6 in the eight molecular circuits possible in the top monolayer.
Continuous scanning of the bi-layer, by changing the tip bias
from −2V to + 2V in a loop, reveals eight distinct circuits
(Fig. 1g). In a matrix, if states 0 or 2 are in excess of 60%
within ∼20 nm2 area, the DDQs prefer to reassemble into a
circuit of type 7 or 2 respectively. If the number of state 1s are
more than 50% or the number of state 3s are more than 30%
in a ∼20 nm2 area, then a circuit of type 1 or 5, respectively,
is created (Fig. 1f,g). As we write a matrix, depending on the
concentration of excess electrons (state 1s and 3s), DDQs in some
part of the matrix region re-orient to the nearest energetically
favourable circuit. Hence, for every new input matrix, a unique
arrangement of several circuit-domains is created automatically

(Fig. 1g, Supplementary Movie S3). Thus the density of free
electrons in an input pattern, the transformed circuit and the logic
state transport rules are correlated.

Switching of an entire molecular arrangement as a function of
applied bias has been reported for different molecules (Supplemen-
tary Sb; refs 19–23). However, the coexistence of multiple circuits
side-by-side, as demonstrated in Fig. 1g, has not been observed.
Owing to weak inter-layer coupling (Fig. 1b) and strong coupling
among surface molecules, the top monolayer relaxes almost inde-
pendently. This leads to the survival of several circuits. Therefore,
excess electrons supplied to the assembly through states 1 and/or
3 find themselves in a potential surface of valleys and hills5; this
triggers their spontaneous motion to minimize the free energy. As
the encoding process re-defines the mode of interaction of DDQs
with their neighbours, the excess electrons do not move randomly,
but rather they follow well-defined rules (Supplementary Sc). In
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Figure 3 | Information encoding, retrieving, transport and logic-gate operation. a, STM image (left) and its equivalent ball representation (right) are
shown in four steps (top to bottom) of an event where all state 0s in a 6×7 grid are converted into state 1s. b, Top row—schematic representation of an
information packet. The shaded region has a higher electron density, which determines the direction of motion. A real packet is shown to its right. Middle
row—a simulated transport of an information packet comprised of a few state 1s (left-input). Yellow balls trace the transport path for 2,000 steps
(right-output). Bottom row—STM images for initial (left) and final steps (right) of information transport (scale bar: 7.5 nm). c, Truth table for an AND gate
(left). STM images (right; scale bar: 2.8 nm) show A= 1,B= 1,C=0 (top-input) and A= 1,B= 1,C= 1 (bottom-output). d, AND gate operation with
(A= 1,B=0) and (A=0,B= 1) should not have evolved state at location C; A or B should retain logic state 1. 35 state 1s used to create A; simulation
shows that state 1s collapse to maintain the logic state 1 (A= 1).

particular cases, the spontaneous evolution of the input matrix
requires an extra trigger by scanning the surface at −0.98V. All
states of the entire logic pattern are erased to state 0 by scanning
the surface at −1.6V, and it is possible to use the same surface
repeatedly for pattern evolution.

Logic-state transport rules
We have identified the following seven categories of rules (Fig. 2)
that dictate logic-state transport.

Rule 1: if negatively charged state 1s and 3s are distributed
heterogeneously in an input pattern, a pseudo-positive charge
(PPC) is generated to which they are attracted from at most
∼15 molecules apart. As a result, state 1s and 3smove to this single
point. As ∼700 molecules influence each other at a time, it is not
feasible to express this rule in an abstract form; it would require
∼4700 rules. Therefore, we adopt an analytic approach to program
this rule (Supplementary Sh). The dynamic feature of the rule is
provided in Supplementary Movie S4.

Rule 2: a state 2 site offers a lower barrier for the electron
transport than a state 1 site, and a state 1 moves faster than a
state 3. By tuning the distance 1x between two DDQ molecules
(0.93–1.03 nm) in an assembly of circuits we can speed up or
slow down the electron transport process as described in Fig. 2
(Supplementary Sd). To program this rule in our simulator
such that the temporal behaviour of transition-state dynamics is
consistent with our experiment, we leave a fraction of states 1 and 3
unchanged in each update.

Rule 3: state 1s and/or 3s and their groups experience repulsive
forces in a particular direction if they come in contact at a single
point. This rule promotes divergence of bits in a logic pattern.

Rule 4: state 1s and/or 3s and their groups move leaving a trail of
state 2s that remain static. If seven sets of state 2s form a hexagonal
cluster, then all switch to the lower energy state 0 in two steps,
except the central DDQ.

Rule 5: in particular arrangements, clusters of state 1s and/or 3s
form a group andmove on the surface as a single entity. Groups lose
their property of a single entity if the contact dimension is at least
two molecules in length.

Rule 6: when negatively charged states form a cluster that is
asymmetric, the sets of cluster changes to a symmetric shape
through the creation of two sets of state 1s by breaking one state 3 or
through the creation of a new state 3 by fusing two state 1s.

Rule 7: depending on the charge density of an input pattern, a
unique composition of circuits is formed. In a CA grid, a particular
set of rules is favoured in a typical circuit-domain (see tables in
Figs 2 and 4). The order of relative circuit areas for an input pattern
determines the order of execution of the rules. The algorithms used
to program these rules in our simulator are described in the online
text (Supplementary Sh).

Conventional CA computing
Writing, erasing and retrieving information. In Fig. 3a we
demonstrate the sequential writing of a state 1 matrix on a
state 0 surface. The states are stored as static information until
spontaneous pattern evolution is triggered externally. By scanning
the surface at −1.68V one can reset all molecules to state 0, thus
erasing the information. To retrieve information the surface is
scanned at∼0.2V (Fig. 1d).

Directed propagation of information. To send a complex infor-
mation packet in a particular direction, we need to write additional
states 1s and/or 3s so that an electron density gradient is created
along the desired direction of propagation (Fig. 3b top). One
example of transport over an apparently unbounded distance is
shown by means of simulation and experiment in Fig. 3b (bottom).
However, it is possible to send a packet to a particular location.
The signal propagation stops when the motion of states within the
packet generates a pattern that periodically repeats in a fixed space.
To send an information packet that is in the form of a group, we
need to create its mirror image in contact with it; repulsion would
then trigger the propagation of information following rule 3, which
dominates in the circuits 1, 5 and 7 (Fig. 4a).

Logic gate. The effects resulting from rule 3 appear similar to the
interactions in the billiard ball model31, which has been used to
design logic gates. We have realized an AND logic gate based on
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Figure 4 | Computing constructs, density classification and Voronoi decomposition. a, Relations among density distribution, circuit type and dominating
CA rules. b, Schematic representation: all CA cells in state 0 (circuit 7, left); the encoded input pattern (middle); the derived composition of circuits (right).
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converts the grid to circuit 1 (top) another to circuit 4 (bottom). Scale bar is 1 nm. d, 13× 15 CA grid at state 0 (left); a pattern is encoded that converts it
into a composition of circuits (middle) noted by circuit number. Voronoi decomposed cells containing the Voronoi points (black dots) derived from the
middle image (right).

interactions inwhich rule 1 dominates over rule 3. A schematic logic
device is shown in Fig. 3c. A random composition of states 1 and 3
(density> 0.5 electrons nm−2) written in a circular form is a logical
‘1’ and the absence of any such composition is a logical ‘0’. If we
write two logical ‘1’s at most 15 nm (15 cells) apart, only then is
a new composition created automatically on the surface depicting
logical state ‘1’. If any one or both input compositions are absent we
do not get such an output; rather states collapse at the same space
(Fig. 3d), we get a logical ‘0’ at the output location. Thus we realize
an AND gate. A large number of such logic gates could be operated
in parallel on DDQ CA by separating those by ∼15 CA cells. The
output of a logic gate could be transported to the input of another
logic gate, as described in Fig. 3b.

Density classification. Density classification (DC) is a task to
categorize particular elements in a mixture. DC is challenging when
elements of different densities interact and influence each other
at the same time. Classically, in CA, minority states in a space
are converted into the majority’s state to reflect classification32.
In our CA, however, we divide local space into several strictly
defined regions on the basis of charge density, as shown in the table
of Fig. 4a. We can categorize the region into eight circuit classes
with amaximum sensitivity of 1 electron/20 nm2 (Fig. 4b).We have
converted a state 0 space into two distinct circuit patterns simply by
writing two input patterns with distinct charge densities. The CA
grid spontaneously classifies two distinct density distributions with
a difference of ∼2 electrons/30 nm2, by converting the grid into two
distinct circuit domains (Fig. 4c).

Voronoi decomposition. In a Voronoi decomposition33 a space
is divided into multiple regions; each of which corresponds to a
point such that any two neighbouring points are equally separated
from the boundary between them. As described earlier, an organic
monolayer when imaged at a low bias (∼0.2V) reveals the

composition of circuits generated by the input pattern. The borders
between the circuit domains are remarkably linear (see Figs 1e and
4d). The density classification at larger scales (∼50 nm2) triggers
segmentation of the computing space and decomposes the surface
into Voronoi cells. A physical process in the molecular assembly
could be modelled in terms of the evolution of the points (black
dots in Fig. 4d) representing the Voronoi cells.

Mimicking two distinct natural phenomena
Biological computers like the brain do not have logic gates yet
they solve complex problems. During computation, the encoded
information pattern in the neurons dynamically modulates the
neural architecture and continuously evolves to reach a collective
solution. Theoretically, by tuning input patterns and CA rules, we
can solve several problems without using any logic gates34. Here we
mimic two natural events in the molecular CA matrix by tuning
input patterns and effective CA rules. We encode two distinct input
patterns that evolve over time in such a way that the transport
of free electrons (or logic states) follows the essential features of
diffusion24,25 for one input pattern and follows the evolution of
cancer cells26 for the other input pattern. We have also emulated
the pattern evolution in a simulator. The global features of the
experimental patterns are in reasonably good agreement with the
simulated patterns (Supplementary Se).

In the diffusion process, a blue ball (state 0) denotes a normal
material. When it accepts one electron, it turns to green (state 1).
Two excess electrons turn blue to red (state 3). When electrons
leave, green and red balls relax to state 2s, which are yellow
(Fig. 5a). To create a directional flow, we write a pattern of
straight-lines each composed of alternating state 3 and state 1
so that they form a group and move as a single unit (Fig. 5b).
The direction of flow is controlled by the potential gradient of
states in the background24,25. For free-energy minimization, the
linear arrangement tries to bend into a circular shape, but as it
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begins to move, the coupling breaks. The broken parts follow the
potential gradient independently (Supplementary Movie S5). We
calculate the concentration variation and the rate of electron flow as
described in the Methods section and plot them in Fig. 5a. A linear
relation suggests a diffusion process; its slope D (2 nm2 min−1) is
the electron diffusion coefficient. Figure 5b shows that gradually
over time states 1 and 3 spread homogeneously on the surface.
From Fig. 5c we get flux ϕ(x, t ) = 14/t 1/2 exp(−(x−5.5)2/t ) as
the quantitative formal solution of the diffusion equation on a
linear array of ten cells.

In a conventional CA, as transition rules are fixed, irrespective
of the input pattern one can generate only one kind of dynamics of
logic states3–5. To demonstrate the potential of CA rule modulation
during computation (Rule 7, Fig. 2), we generate a significantly
different type of dynamics in the same CA grid by emulating the
mutation of normal cells to cancer cells. To formulate the mutation
process, we correlate four transition states of the normal cell to four
conducting states of a DDQ. A normal cell (state 0) first mutates
inactivating a single tumour suppressor gene (TSG) (state 1) at a
rate u1; it then mutates again inactivating another TSG (state 3)
at a different rate, u2 (Supplementary Movie S5, Fig. 6a). Cellular
proliferation occurs when one state 3 creates two cells in state 1.
Depending on the input pattern, the fusion of two state 1s into
one state 3may also dominate. When cancer spreads in tissues, it
may leave a trace of chromosomal instability (CIN) or state 2. In
theory, the inactivation of TSGs follows three successive differential
equations26. The solution for the third equation (see Methods
section) provides the number of cancer cells (state 3s) produced,

which in our CA grid is the count of new red balls generated (N3).
N3 depends on the cell population, N , in a tissue compartment
(Fig. 6b). We write state 1s in the form of two concentric rings so
that they neither converge nor diverge (Fig. 6c). Thus, an artificial
tissue boundary CG is established, wherein N is the total number
of DDQs inside CG. We tune u1 by switching some of the state 0s
to state 1s inside CG between every two scans, whereas u2 is decided
by the system itself.

We changeN bymodifying the separation between the two rings
while keeping the inner ring unchanged. Here, the half-life t1/2 for
state 3 is the duration for which N3 is increased to 2N3. We plot
average t1/2 values for different values of N in Fig. 6a. A similar
feature between the half-life t1/2 versus N plot in Fig. 6a and the
kinetics of cancer26 suggests a consistent encoding of a two-rate
controlled phenomenon in the CA grid.

Figure 6c shows that, at a very low population (N < 290 ∼
1/
√
u2), when the two rings are less than 3 nm apart, the inner

ring stabilizes by rearranging the states, after which both the rings
merge. In this case, almost every collision between two state 1s
produces a state 3, and N3 varies with time as ∼4t2 (Fig. 6b). The
conversion continues at this rate until all state 1s are converted
to state 3s. For an intermediate population (290 < N < 620), the
intercluster distance increases to ∼5 nm, and the state 1s of two
rings collide before reaching an equilibrium. Instantly produced
state 3s break into state 1s, and N3 varies as ∼18t. For a very high
population (N> 620 ∼ 1/u1), when two rings are more than 8 nm
apart, a higher PPC leads to a large-scale one-to-one collision of
state 1s; thus conversion to state 3 is accelerated. Therefore, the
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with N= 286,456 or 627 having 149 (∼50%, top), 196 (∼40%, middle), or 222 (∼34%, bottom) state 1s respectively. After each STM scan of 40 s, 5
(top), 8 (middle), and 11 (bottom) new state 1s are written inside the respective CGs within 20 s (Supplementary Movie S5).

abundance of cells in state 1 allows N3 to vary as ∼40t2. N3s in
Fig. 6b provide quantitative solutions for the differential equations.
During evolution, if state 2s are erased or written, the production
of state 3s is also slowed down or accelerated respectively; this is
a distinct feature of CIN dynamics. As N3 kinetics changes with
time, different sections of the lines in Fig. 6b follow additional
solution functions 7e−4t2, 7e−10t3 ...t5 for low populations and
0.05t2,t2,t1.8 ...t1.2 for high populations. Remarkably, these smaller
parts reveal complex CIN dynamics, which are consistent with
the established models26.

During realization of diffusion and cancer growth on a 24×27
molecular matrix, changes in the STM image contrast at 300
DDQ sites reveal that the rules are executed at least at 300 sites
simultaneously18. Cancer may evolve naturally in real tissue at
∼109 cells in ∼100 yr, and heat diffuses in metals at a speed of
∼100 km s−1. However, in a molecular assembly,∼600 cells mutate
in 6min, and heat diffuses ∼10 nm in 5min. By writing an input
matrix, we can tune the grids 1x and hence 1t , and solve several
differential equations similar to conventionalmethods.

Outlook
To realize a CA that can carry out a wide variety of computational
tasks, it is necessary to obtain a sufficient level of control on the
transition state dynamics. The DDQ CA in this article provides
an intriguing avenue to achieve such control while still relying
on a relatively small and simple molecule. It is not only the

interactions of the molecules in the DDQ CA, but also the subtle
formation of circuits in the molecular top-layer that count in
facilitating transitions between states. The evolution of circuits is
dependent on an easy-to-control parameter: the charge density in
an area. These circuits dramatically influence the dominance of
transition rules, as we have observed, and offer an efficient way
to influence the computational behaviour of the CA. The robust
functioning of local circuits originates from the CA cell’s one-to-
many communication and interaction at a time18,30. Generalization
of this principle would change the existing concept of static circuit-
based electronics and open up a new vista of emergent computing
using an assembly of molecules6,27–29.

Methods
Correlating diffusion parameters with the assembly states. The rate of change
of electron flux ϕ is proportional to the variation of the gradient of electron flux,
or ∂ϕ/∂t =D∇2ϕ; D is the diffusion coefficient. Here, ∇2ϕ ∼ ∂2ϕ/∂A2 where
A (∼2.4 nm2) is the area enclosed by sevenDDQmolecules (unit cell, Fig. 5a).

In a unit cell, ϕ is the ratio of total excess electrons Q
(= number of state 1+2×number of state 3) and A. Now, ∂ϕ/∂A≈1ϕ/UC ; 1ϕ

is 1Q between two adjacent unit cells, say 1 and 2 (or 3 and 4) of Fig. 5a (inset,
bottom), and UC is the non-overlapped region of two unit cells (∼1.3A). The
difference in ∂ϕ/∂A between two neighbouring unit cells, say 1 and 3 of Fig. 5a
(inset), is calculated as ∂2ϕ/∂A2 and the value is assigned to the centre of unit cell
2 where ∂ϕ/∂t is measured. Here, ∂ϕ/∂t ≈1ϕ/1t ; 1t (40 s) is the time lapse
between two STM scans.

Similarly, for every unit cell of the 24×27 matrix, we calculate ∂2ϕ/∂A2 from
an STM image at t = t0 and ∂ϕ/∂t from two STM images at t = t0 and t = t0+1t .
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For each value of ∂2ϕ/∂A2, the corresponding values of ∂ϕ/∂t are plotted in Fig. 5a.
We have also plotted ϕ versus ranking Z (0,1,2,...,n) of the central molecule of
the unit cells along a straight line in Fig. 5c. Therein, the electron flux diffusion
saturates in 4min 40 s (noted as 4.40). We have taken the weighted average of flux
to convert the staircase characteristic into a continuous trace in Fig. 5c; this is
essential to find a formal quantitative solution. Equations of higher order and/or
degree can be solved similarly.

Correlating cancer-cell evolution parameters with the assembly features.
We have three coupled differential equations and two variables: states 1
and 3. As state 1s cannot be generated spontaneously, we encode state 1s
using STM between two scans at a rate of ∼1.75× 10−2 min−1 so that a
mutation rate of u1 (∼1.61× 10−3 min−1) for state 0 is maintained. The
evolution of state 0 follows dX0/dt =−u1X0, where X0(t ) is the number
of effective state 0s at time t , given by X0(t )= X0(0)exp(−u1t ). Here,
X0(t= 0)≈ (initial state 1s in the rings+ externally encoded state 1s), which
is the number of effective normal cells (state 0s) involved in generating state
3s. The state 1s that leave the rings and the state 1s encoded by means of STM
to compensate for the loss during state 3 production contribute together to the
evolution of state 1; this is described by dX1/dt = u1X0−Nu2X1; its solution
is X1(t )= X0(0)[u1(e−u1 t −e−Nu2 t )/(Nu2−u1)]. State 1 mutates at a rate u2
to produce X3 number of state 3s following dX3/dt =Nu2X1, which yields
N3=X3(t )=X0(0)[1− (Nu2e−u1 t −u1e−Nu2 t )/(Nu2−u1)]. If state 2s are deleted
between two scans, u2 decreases to ∼1.18×10−5 min−1 from ∼3.96×10−2 min−1
for N = 627. Thus, CIN increases u2 by ∼103 times, which prompts us to
simplify X3(t ). For a smaller timescale that is considered in our experiment,
a small population yields N3∼ X0(0)Nu1u2t 2/2; an intermediate population
yields N3∼X0(0)Nu1

√
u2t ; and a large population yields N3∼X0(0)Nu1u2t 2/2;

here u1 ∼ 1.61×10−3 min−1,u2 ∼ 1.18×10−5 min−1 (ref. 26). The number of
new red balls, N3, is obtained by comparing two consecutive STM images. The
average values of N3 obtained by repeatedly evolving the same input patterns, as
demonstrated in Fig. 6c, are plotted in Fig. 6a,b.

Received 28 April 2009; accepted 5 March 2010; published online
25 April 2010

References
1. Higuchi, T. et al. Proc. of ICEC 187–192 (IEEE, 1997).
2. Neumann, J. V. in The Theory of Self-Reproducing Automata (ed. Burks, A. W.)

(Univ. Illinois Press, 1966).
3. Wolfram, S. A New Kind of Science 223–848 (Wolfram Media Inc., 2002).
4. Crutchfeld, J. P., Mitchell, M. & Das, R. in Evolutionary Dynamics Exploring the

Interplay of Selection, Neutrality, Accident, and Function (eds Crutchfield, J. P.
& Schuster, P. K.) (Oxford Univ. Press, 2002).

5. Hopfield, J. J. & Tank, D. W. Collective computation in neuron like circuits.
Sci. Am. 255, 104–114 (1987).

6. Adamatzky, A. & Teuscher, C. (eds) From Utopian to Genuine Unconventional
Computers (Uniliver Press, 2006).

7. Silva, A. P. & deUchiyama, S.Molecular logic and computing.NatureNanotech.
2, 399–410 (2007).

8. Jones, R. Computing with molecules. Nature Nanotech. 4, 207 (2009).
9. Credi, A. Monolayers with an IQ. Nature Nanotech. 3, 529–530 (2008).
10. Lent, C. S., Isaksen, B. & Lieberman, M. Molecular quantum-dot cellular

automata. J. Am. Chem. Soc. 125, 1056–1063 (2003).
11. Orlov, A. O., Amlani, I., Bernstein, G. H., Lent, C. S. & Snider, G. L.

Realization of a functional cell for quantum-dot. Cell. Automata Sci. 277,
928–930 (1997).

12. Qi, H. et al. Molecular quantum cellular automata cells. Electric field
driven switching of a silicon surface bound array of vertically oriented
two-dot molecular quantum cellular automata. J. Am. Chem. Soc. 125,
15250–15259 (2003).

13. Imre, A. et al. Majority logic gate formagnetic quantum-dot.Cell. Automata Sci.
311, 205–208 (2006).

14. Chen, J., Reed, M. A., Rawlett, A. M. & Tour, J. M. Large On–Off ratios and
negative differential resistance in a molecular electronic device. Science 286,
1550–1552 (1999).

15. Pease, A. R. et al. Switching devices based on interlocked molecules.
Acc. Chem. Res. 34, 433–444 (2001).

16. Pati, R., McCLain, M. & Bandyopadhyay, A. Origin of negative differential
resistance in strongly coupled molecular junctions. Phys. Rev. Lett. 100,
246801 (2008).

17. Bandyopadhyay, A., Miki, K. &Wakayama, Y. Writing and erasing information
in multilevel logic systems of a single molecule using scanning tunneling
microscope (STM). Appl. Phys. Lett. 89, 243507 (2006).

18. Bandyopadhyay, A. & Acharya, S. A 16-bit parallel processing in a molecular
assembly. Proc. Natl Acad. Sci. USA 105, 3668–3672 (2008).

19. Kirakosian, A., Comstock, M. J., Cho, J. & Crommie, M. F. Molecular
commensurability with a surface reconstruction: STM study of azobenzene on
Au(111). Phys. Rev. B 71, 113409 (2005).

20. Cunha, F. & Tao, N. J. Surface charge induced order–disorder transition in an
organic monolayer. Phys. Rev. Lett. 75, 2376–2379 (1995).

21. Onsagar, L. The effect of shape on the interaction of colloidal particles.
N.Y. Acad. Sci. 51, 627 (1949).

22. Müller, T., Werblowsky, T. L., Florio, G. M., Berne, B. J. & Flynn, G. W.
Ultra-high vacuum scanning tunneling microscopy and theoretical studies
of 1-halohexane monolayers on graphite. Proc. Natl Acad. Sci. USA 102,
5315–5322 (2005).

23. Dri, C., Peters, M. V., Schwarz, J., Hecht, S. & Grill, L. Spatial periodicity in
molecular switching. Nature Nanotech. 3, 649–653 (2008).

24. Toffoli, T. Cellular automata as an alternative to (rather than an approximation
of ) differential equations in modeling. Physica D: Nonlinear Phenom. 10,
117–127 (1984).

25. Wolfram, S. Method and apparatus for simulating systems described by partial
differential equations. US patent number 4,809,202 (1989).

26. Nowak, M. A. Evolutionary Dynamics: Exploring the Equations of Life
(The Belknap Press of Harvard Univ. Press, 2006).

27. Benenson, Y. et al. Programmable and autonomous computing machine made
of biomolecules. Nature 414, 430–434 (2001).

28. Hjelmfelt, A., Weinberger, E. D. & Ross, J. Chemical implementation
of neural networks and Turing machines. Proc. Natl Acad. Sci. USA 8,
10983–10987 (1991).

29. Ruben, A. J. & Landweber, L. F. The past, present and future of molecular
computing. Nature Rev. Mol. Cell Biol. 1, 69–72 (2000).

30. Landauer, R. Dissipation and noise immunity in computation and
communication. Nature 335, 779–784 (1988).

31. Fredkin, E. & Toffoli, T. Conservative logic. Int. J. Theor. Phys. 21,
219–253 (1982).

32. JiménezMorales, F., Crutchfield, J. P. &Mitchell,M. Evolving two-dimensional
cellular automata to perform density classification: A report on work in
progress. Parallel Comput. 27, 571–585 (2001).

33. Korobov, A. Discrete versus continual description of solid state reaction
dynamics from the angle of meaningful. Simul. Discrete Dynam. Nature Soc. 4,
165–179 (2000).

34. Gaylord, R. J. & Nishidate, K.Modeling Nature (Springer, 1996).

Acknowledgements
Authors acknowledge H. Hossainkhani, Y. Wakayama, J. Rampe, M. McClain,
W. Cantrel and J. Liebescheutz for discussion. The work is partially funded by the
Ministry of Education, Culture, Sports, Science and Technology (MEXT), Japan
during 2005–2008 and Grants in Aid for Young Scientists (A) for 2009–2011, Grant
number 21681015. R.P. acknowledges National Science Foundation (NSF) Award
number ECCS-0643420.

Author contributions
A.B. designed the research; A.B. did the experiment; A.B. developed the CA simulator;
R.P., A.B. and S.S. did the theoretical studies; A.B., R.P., S.S. and F.P. analysed the data;
andA.B., R.P., F.P. and S.S. wrote the paper together; D.F. reviewed the work.

Additional information
The authors declare no competing financial interests. Supplementary information
accompanies this paper on www.nature.com/naturephysics. Reprints and permissions
information is available online at http://npg.nature.com/reprintsandpermissions.
Correspondence and requests formaterials should be addressed to A.B.

NATURE PHYSICS | VOL 6 | MAY 2010 | www.nature.com/naturephysics 375

http://www.nature.com/doifinder/10.1038/nphys1636
http://www.nature.com/naturephysics
http://npg.nature.com/reprintsandpermissions
http://www.nature.com/naturephysics

	Massively parallel computing on an organic molecular layer
	Realization of a DDQ computing grid
	Logic-state transport rules
	Conventional CA computing
	Writing, erasing and retrieving information.
	Directed propagation of information.
	Logic gate.
	Density classification.
	Voronoi decomposition.

	Mimicking two distinct natural phenomena
	Outlook
	Methods
	Correlating diffusion parameters with the assembly states.
	Correlating cancer-cell evolution parameters with the assembly features.

	Figure 1 The concept of a wireless molecular circuit.
	Figure 2 Discrete logic-state transport rules.
	Figure 3 Information encoding, retrieving, transport and logic-gate operation. 
	Figure 4 Computing constructs, density classification and Voronoi decomposition. 
	Figure 5 Mimicking natural phenomenon I: electron diffusion.
	Figure 6 Mimicking natural phenomenon II: evolution of cancer cells.
	References
	Acknowledgements
	Author contributions
	Additional information

